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IT experts explain what a ClO should
be considering when exploring a
possible server upgrade.

( By Ava Schutzman )

Imost every health care CIO survey published this year found

that IT investments are prioritized around dynamically chang-

ing business needs: Y2K compatibility, provider mergers (or
divorces) and consolidation, regulatory compliance and drastic bud-
get cuts due to decreased reim-
bursements. So as you approach
next vear's planning cycle, take
this opportunity to re-examine
whether your existing infra-
structure serves these strategic
directions and constraints.
Servers are a vital part of this
infrastructure and can provide
IT investment protection — not
just performance boosts.

There are many business rea-
sons for upgrading one’s servers: The IT staff is resolving Y2K issues,
institutions are dealing with increased competition and might be
expanding or adding services or shutting others down while consoli-
dating. Users are demanding new applications and more sophisucated
integration among those that already exist. Also, information technok
ogy departments may need to adopt new operating system platform >
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0 support strategic applications such as
CPR and clinical decision support systems.
To respond to HIPAA requirements, inst-
tutions will have to add server and storage
capacity to save patient records and docu-
ments for a much longer time, and
address security concerns.

All types of software components within
the IT infrastructure — application data-
bases, middleware and operating systems
— play a role in determining which com-
puting and storage systems are most
appropriate. Figure 1 summarizes the “lay-
ers” of hardware and software that com-
prise a typical enterprise solution. Server
upgrades should address the organiza-
tion's business needs by providing high
availability and accommodating growth.

Let's examine each level of the enter-
prise solution and how it impacts the type
of improvements that can benefit server
performance.

Planned server upgrades or additions
are often anticipated due to application-
and vendorspecific requirements.
Unplanned indicators are usually related
to performance, but the explanation for
a performance decrease is not always
obvious. System performance can
degrade at any component level indicat-
ed in Figure 1, or when the business
demands on the servers have surpassed
the capacity of the current operating
environment to process system through-
put in an acceptable timeframe. Because
of this, vendors usually offer a variety of
server upgrades that can address cus-

tomer needs in a modular fashion.

In Level 1, hardwarerelated upgrades
are available for different system compo-
nents. Performance issues can stem from
a variety of sources that may be “maxed
out” or otherwise stressed. For example,
CPU, svstem bus, memory size and
speed, and peripheral access time all
interact to determine the performance
impact. Bottlenecks are caused by three
different sources: the CPU or cache,
memory, and 1/0 (whether to use SCSI
or fiber channel controllers that connect
1o disk drives, network cards, modems or
graphics).

There are also issues of hardware to
consider when upgrading (to resolve per-
formance and scalability problems):

* processor speed and cache architec-
ture;
¢ platform architecture and scalability;
+ peripheral storage and I/0; and
* server form factor, flexibility and

Processor “speed bumps” are succes-
sively faster chip speeds (measured in
MHz). These speed bumps can extend
the life of a system, and give the system
small performance increases, as the latest
technology becomes available. They can
also protect the peripheral system invest-
ment, the chassis and the motherboard
— any of which may have to be replaced
to be compatible with new applications
or systems. However, while faster, speed
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bumps do not always translate to percep-
tible performance boosts.

The size, speed and position of the
cache relative to the CPU chip — as well
as the architecture of the cache —
whether indusurystandard or vendor-

‘optimized for particular applications,

also affect overall performance.
Upgrading servers by using multiple
CPUs in the system to process more
workload is a planned strategy.
Computing systems have an upper himit
to the number of CPUs they can accom-
modate. Most applications today are
gned to take advantage of symmetri-
cal multiprocessing (SMP), a capability
that enables a customer to purchase a
foursway server with two CPUs, and add
one to wo CPUs when needed.
Customers also find that processor scak
ability is more extensive with today’s tech-
nology. (Pentium III processors run up to
600 MHz.) Also, older processors may not
be upgraded bevond a certain point.

Generally, the more memory, the bet-
ter the performance. However, the per-
formance of 2GB of memory on one sys-
tem can be very different from that on
another system. Memory speed and the
number of devices affect performance.

The design of the motherboard and
the speed of the system bus that commu-
nicates with the rest of the system can sig-
nificandy impact performance. Vendor
designs can vary widely.

According to Adrianna Swartout, Data
General's engineering manager for
departmental servers, “A new mother-
board with enhanced design and faster
system buses can be a clue that overall
performance and scalability will be favor-
ably impacted by a technology-oriented
server e. You can take two servers,
both using two-way Pentium III proces
sors with the same amount of memory,
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Customer-Friendly

APPROACH TO

SERVER UPGRADES

For more than a year, Data General has
offered its NT customers the option to pur-
chase robust 4-way servers as a cost-
effective way to upgrade to AVIION AV8900
8-way Profusion-based NT platform. When
the AVB900 begins shipping later this year,
existing AV8600 and AV8700 customers
can participate in an upgrade program.

The upgrade includes delivery and instal-
lation of a new chassis and preservation of
many existing components without degrad-
ing performance. The upgrade is priced at
$20,000 and includes an upgrade to an 8-
way capable AV8900 four-processor config-
uration with 1GB of memory. The system
will be configured and tested to reduce
downtime during installation. The total time
needed for an upgrade is less than six
hours. Customers have 45 days to return
unused parts from their older systems and
will receive a three-year on-site hardware
warranty on new components, Older parts
will maintain existing warranty terms.

In comparison, some vendors are pro-
moting an in-box upgrade to their existing
four-way servers. While some in-chassis
upgrades may be necessary, upgrading to
a Profusion-based, eight-way server is a
complex undertaking because several sys-
tem boards need to be replaced, causing
unacceptable downtime risk. The field ser-
vice technician is basically manufacturing a
new computer at the customer’s location.
The complexity doubles when the field
technician upgrades in an NT cluster con-
figuration.

Customers should also ensure that the
upgrade pricing policy for the program is
clearly spelled out and unambiguous. Make
sure the upgrade program is simple and to
the point — similar to the installation
process.

Protecting your investment

Here are the AV8700 components that
can be used with the new AV8300 system:

1. Pentium Ill Xeon processors;

2. Level 2 cache;

3. Most PCl cards;

4. CLARIION disk arrays;

5. Tape backup devices;

6. Rack-mount cabinets; and

7. Monitor, keyboard, mouse and printers.
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and get a big performance boost with
successive-generation motherboards that
use faster and wider system buses. The
chip is only part of the equation. If speed
bumps are implemented occasionally or
if the motherboard changes, you'll enjoy
a significant boost in performance.”

Peripheral storage and 1/0

The 1/0 architecture, which includes
the number, speed and width of the sys-
tem’s PCI buses, combined with the total
number of PCI slots, determines the
maximum rate of access to disks and net-
works. Vendor systems vary widely in this
area, although specifications may appear
to be similar. As with system buses, I/0
bus speed and width can be a major dif-
ferentiating factor contributing to overall
system performance.

Total peripheral storage isn’t an issue
as more capacity can be added by pur-
chasing external arrays. However, appli-
cation performance can be affected by
the number of drives independent of the
total amount of storage, as a single drive
can only support a limited access rate.
Disk drives come in different heights,
and the highest drive yields the best pos-
sible capacity; however, there is a trade-
off in environments that require com-
pact design to conserve floor space or
high-rate data access.

The type of storage controller on the
server (e.g., SCSI vs. UltraWide or
Ulra2) determines which storage
devices can be added. At some point, an
IT department will want to consider the
higher performance and improved relia-
bility offered by fiber storage technology.

Flexibility and scalabili

The purchase of rack-mounted, rather
than pedestal-based servers is a strategy
that provides flexibility to install, upgrade
and swap modular components. In the
rack space you can easily accommodate
different types of processors integrated
into the same chassis.

If your vendor offers scalable systems
within a family of departmental to large
enterprise servers that can be upgraded,
then you can assume that hardware com-
ponents are interchangeable or can be
re-deployed on other models, offering
investment protection.

Bruce Reirden, vice president and
CIO of Care New England in Providence,
R.L, recently upgraded his older servers
from other vendors and earlier Data
General products to newer Intel proces-
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sors. He now runs four AViiON 3650
servers at one site, and an AViiON 6600
server at another. He points to a recent
statistic that showed 100 percent uptime,
which means that his end user/cus-
tomers were online and productive. The
systems support QuadraMed/
Compucare clinicals and MEDITECH's
lab system art one site, and Keane’s HIS at
two sites. Reirden’s upgrades took advan-
tage of improved technology, while his
investment yvielded higher system avaik—
ability, reliability, and performance.

If an institution's IT architecture is
standardized around preferred operat-
ing systems, the CIO may want to Limit
the choice of applications and hardware
to those that run on those operating sys-
tems. Server upgrades therefore depend
on this factor. Many server vendors spec-
ify a minimum level for each operating
system. Selecting a de facto standard sys-
tem, such as Microsoft NT or UNIX can
increase the number of options available.

When Windows 2000 is released,
Microsoft will require minimum hard-
ware configurations, and will no longer
support some options that had been sup-
ported under Microsoft Windows NT
Server 4.0. And, to use some newer tech-
nologies (e.g., digital cameras and scan-
ners that use the IEEE 13 94 interface
[“fire-wire”]), it may be necessary to
install Windows 2000 on a dedicated PC
OF Server.

Selecting systems that can handle mul-
tiple generations of processors is key; this
strategy allows for future innovation.

Combining hardware and software can
be a powerful incentive to develop an
upgrade strategy based on a flexible
architecture, such as Non-Uniform
Memory Access (NUMA). NUMA sys-
tems are extensions to SMP architec-
tures, allowing more processors, memory
and I/0 to be used in a single system.

Another consideration is the ability to
adapt new technologies and applications
to the computing environment. New
applications should be prototyped and
tested on the hardware on which it will
be deployed without disturbing the pro-
duction system. For example, new appli-
cations can be developed and activated
(for Y2K testing or quality assurance test-
ing) in a partition (part of one system),
then integrated into the production envi-
ronment.

Many analysts are estimating that by
the year 2000, more than 90 percent of
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all enterprise installations will include
both UNIX and Windows NT. The ability
to integrate NT applications within the
same system is beneficial to a major sys-
tem implementation effort. This allows a
cost-effective way to integrate best-of-class
applications and to phase in new systems
in an evolutionary rather than revolu-
tionary manner.

it

Database and middleware vendors typ-
ically have version compatibility restric-
tions that may impact a customer’s selec-
don of server vendor or model when
upgrading. When software capabilities
are significantly enhanced or expanded,
system performance on the same server
may not be as good as on the previous
release because of the additional work-
load. Leveraging the new features may
require additional memory, disk or CPU
power.

lication-dependent

As the first level in Figure 1 relating to
actual business needs, the application
will be a primary determinant of the
upgrade strategy.

Typically, application vendors impose
restrictions on operating systems and ver-
sions supported, and dawbase vendor
and version. Less obvious factors may
include whether the application was writ-
ten for a specific hardware architecture,
or the amount of marketing and techni-
cal cooperation between the vendors,

The network and technical operations
staff at Cape Cod Healthcare (CCHC) in
Hyannis, Mass., successfully leveraged
application enhancements to increase
the capacity of its physician oranscription
database. CCHC used MEDITECH's
MAGIC “big block™ feature that
increased maximum database size from
8GB to 32GB per server.

To complement the application
upgrade, CCHC upgraded its Data
General AViiON servers from a
Motorola-based to an Intel high-density
configuration, which MEDITECH has
benchmarked at a 10x improvement in
CPU performance.

A long-time customer, John Kilroy, vice
president and CIO at CCHC, ensured
that overall system throughput would
realize the benefit from the new proces
sor technology by becoming one of the
first customers to adopt full-fiber channel
storage arrays. Certain applications, such
as billing and laboratory, are extremely
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I/O-intensive, and Cape
Cod’s investment in stor-
age technology ensured
a comparable perfor-
mance increase on the
1/0 side.

Another example of
balancing the impor-
tance of systems perfor-
mance and protecting
the hardware invest-
ment when deciding to
upgrade comes from St.

Agnes . HealQ:Care St. Agnes HealthCare in Baltimore is an example of an organi-
(SAHC) in Baltimore. zation that balanced system performance and protected its

Is  CIO,
Greskovich, and his IT

William server investments.

staff had to address this and other chal-
lenges when they needed to upgrade
their client/server hardware platform
earlier this vear. The sun, moon and stars
seemed to converge as Greskovich's team
addressed the following challenges at
once:

® Prepaning for the electronic medical
record. SAHC tripled its storage capacity
for the enterprise,

® Improving data storage capabilities for
recently deployed clinical systems. SAHC satis-
fied increased user demand for storage
resulting from the move to electronic sig-
nature throughout the enterprise and
the growth of its recently deployed clini-
cal systems.

® Validating Y2K readiness for core infor-
mation systems. SAHC took advantage of
the downtime to apply Y2K hardware
code updates, test the Y2K information
systems contingency plan and evaluate all
downtime procedures.

Before moving to an NT-based
client/server environment, SAHC oper-
ated a system that required daily down-
time and a fourhour shutdown every
weekend. On SAHC's new platform,
there is no scheduled downtime, and
users are now accustomed to 100 percent
system availability. As the user workload
mcreased and SAHC established baseline
data to determine storage requirements,
Greskovich found it necessary to acceler-
ate his upgrade plans to accommodate
new clinical and electronic signature
applications and the introduction of the
electronic medical record.

This upgrade resulted in a storage con-
figuration of 1.2 terabytes as opposed 10
the original 450 gigabytes on six
CLARiiON Model 3000s connected to 12
AViiON 5900 application servers. While
the servers were preserved and look the
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same to a casual observer, the older 4GB
disk drives were swapped out and
replaced by 43 new 10,000 RPM 18GB
drives. Everything was backed up at least
twice to two separate locations then
swapped out and replaced. Re-initializa-
tion of the high-availability RAID groups
brought the systems back online, This
proved to be the largest upgrade evolu-
tion of its kind, and in spite of the enor-
mous number of files being backed up,
copied and restored to six different stor-
age arrays, the task was completed in 19
hours (over a weekend to minimize dis-
ruption).

Enterpriselevel upgrades

The last category in Figure 1 is inter-
operability, and ties various system com-
ponents together:

* network capacity, impact or manage-
ment;

* new computing architectures;

* high availability and backup; and

* service concerns.

The network infrastructure also
impacts the upgrade decision in a variety
of ways. From an enterprise management
perspective, one might choose to upgrade
servers that aren’t supported by your pre-
ferred network management tool or suite.
Vendors write agents so the system man-
agement software can recognize and man-
age them as components of the enterprise
network. A server vendor will provide a
compatible suite, but you should check
specifically when utilizing third-party tools
that your platforms support.

Expanding the capacity of the network
and implementing modular extensions
to the IT architecture can also extend the
life of the server investments.

A relatively new strategy that has suc-
cessfully helped organizations preserve
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legacy investments is the use of thin-
client computing. Adding this to
client/server architecture enables main-
tenance of older, even proprietary appli-
cations on a single server while continu-
ing to use the existing PC and dumb ter-
minal clients.

Another recent architectural innova-
tion, the Storage Area Network (SAN),
allows separate storage from the server by
combining storage devices into one pool
that services all the servers in the net-
work. If the SAN architecture is fiber-
based, the technology offers significant
performance; it can be configured to
provide scalability benefits for enterprise
applications, and facilitates backup of sys-
tems in an extremely efficient manner.

High availability and backup capabili-
ties contribute to the customer satisfac-
tion and the business value of IT by pro-
viding higher system uptime and insur-
ance against downtime. Server upgrades
may be needed to take advantage of the
benefits derived from high availability
technologies.

Over time, the maintenance costs of
older hardware become more expensive,
and it may be less expensive to replace
the servers with newer technologies. In
less than three years, the cost of owner-
ship can drop dramatically.

Kilroy of CCHC also suggests investing
in a “hot spare” server to minimize down-
time during peak usage hours.

Vendor programs cater to your needs
With rapid advancements in technolo-
gy, more customers are becoming inter-
ested in upgrade programs that maintain
a competitive advantage while still pro-
tecting their investment. In fact, some
customers see upgrade programs as an
inexpensive way to deliver necessary
“headroom” when a particular depart-
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performance increases

ment or division experiences rapid
growth. However, not all upgrade pro-
grams are alike, and while some offer
true customer value, others should be
avoided. A vendor should offer upgrades
or trade-in programs that cater to its cus-
tomer’s needs over time and contribute
to investment protection.

There are a few points to keep in mind
when evaluating server upgrade pro-
grams. According to Frank Nicolo, prod-
uct manager for Data General's AViiON
Enterprise servers, “First, you should con-
sider the complexity involved in taking
your system from a relic to a roadster.
The more complex the effort, the longer
the downtime. Ask the supplier how long
it expects the upgrade process to take
and whether it can be completed over a
weekend.

“Second, map out the cost of the
upgrade to ensure that it does not
exceed the cost of a new system. Ask the
supplier to provide a list of components
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that must change along with the cost
associated with each item,” he said.

“Third, make sure you understand the
performance implications of the
upgrade. Will older parts in the upgrad-
ed machine provide sub-optimal perfor-
mance? Be sure to consult with your sup-
plier before upgrading.

“And last, be sure to review the terms
and conditions of the upgrade program
and understand the warranty. Forty-five
days could allow a contingency plan
through the migration,” he said.

Server upgrades can be offered in dif-
ferent packages, most simply being an -
upgrade that only involves swapping out
an older CPU or disk component for a
newer model. Sometimes the system
design won't be quite as modular, or the
vendor will offer a “box swap™ that pro-
vides a fair trade-in value for your old
(refurbished and resellable) servers.

Keep context m mind

As we've seen, technology upgrades
alone don’t always vield performance
increases. Carefully planning server
upgrades within the context of the enter-
prise strategy can improve system perfor-
mance, contribute to investment protec-
tion and improve customer satisfaction.

Ms. Schutzman is the
health care product mar-
keting manager at Data
General ~ Corp.  in
Westboro, Mass. She
thanks numerous health
care IT and Data
Gﬂmuimawfm'mmmmmm
this article, and welcomes feedback from read-
ers. She can be reached via email at
Ava_Schutzman@dg.com.

September 1999 « ADVANCE for Health Information Executives 5



